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cFaculdade Cîencias, Departamento Inforḿatica, UL, Campo Grande, 1749-016 Lisboa, Portugal

Abstract. Autonomous agents are being used in an increasing number of applications. The agents operate in complex environments
and, over time, conflicts inevitably occur among them. Negotiation is the predominant process for resolving conflicts. This paper
presents a generic negotiation model for autonomous agents that handles multi-party, multi-issue and single or repeated rounds.
The model is based on computationally tractable assumptions and accounts for a tight integration of the individual capability
of planning and the social capability of negotiation. This paper also describes an experiment conducted to evaluate the model
in different types of situations. The experimental results confirmed a number of well-documented conclusions about human
negotiation.

1. Introduction

Autonomous software agents are being used in an
increasing number of applications [20]. These agents
have the ability to decide for themselves which goals
to adopt, which actions to perform in order to achieve
these goals, and when to perform these actions. Most
applications involve or require multiple agents operat-
ing in complex environments and, over time, conflicts
inevitably occur among them. Conflict resolution is
crucial for achieving multi-agent coordination. The
predominant process for resolving conflicts is negotia-
tion – the process by which two or more agents attempt
to influence other agents in an effort to achieve their
needs, while at the same time taking the needs of the
others into account [23].

Artificial intelligence (AI) researchers have recently
started to investigate the design of autonomous nego-
tiating agents (e.g. [19,42]). Some researchers devel-
oped or adopted a model of individual behavior and
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used the model as a starting point for the development
of a negotiation model. However, most researchers
have focused solely on developing negotiation models.
They have addressed only part of the overall task of
building autonomous negotiating agents. In particular,
they have paid little attention to the problem of integrat-
ing existing or new models of individual behavior with
their negotiation models. This fundamental problem is
still an open problem.

This paper presents a generic negotiation model for
autonomous agents that handles multi-party, multi-
issue, and single or repeated rounds. The main com-
ponents of the model are: (i) a prenegotiation model,
(ii) a multilateral and a bilateral negotiation protocols,
(iii) an individual model of the negotiation process, (iv)
a set of negotiation strategies, and (v) a set of negoti-
ation tactics. The model is based on computationally
tractable assumptions, accounts for a tight integration
of the individual capability of planning and the social
capability of negotiation, and formalizes a set of human
negotiation procedures.

The model is currently being evaluated. This pa-
per presents a detailed description of an experiment
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conducted to: (i) assess the feasibility of building au-
tonomous negotiating agents equipped with a simpli-
fied version of the model, (ii) investigate the integration
of planning and negotiation, and (iii) evaluate the effect
of different strategies both on the convergence of the
negotiation process and on the outcome of negotiation.
The experimental results confirmed a number of well-
documented conclusions about human negotiation.

This paper builds on our previous work in the area
of negotiation. In particular, it extends the prenegotia-
tion model and the individual model of the negotiation
process presented in [24–26]. It also extends the set of
negotiation strategies and tactics presented in [27,28].
The work described here is also complementary to the
work described in these papers, because it concentrates
both on the negotiation model and the empirical evalu-
ation of the model rather than on the theoretical model
alone. Finally, this paper fixes a few technical problems
associated with the components of the model described
in these papers.

The remainder of the paper is structured as follows.
Section 2 presents the main approaches followed by
AI researchers for developing autonomous negotiating
agents. This section places our work in the context of
previous work. Section 3 presents a generic model of
individual behavior for autonomous agents and formal-
izes the concept of conflict of interest. The work de-
scribed in this section is the starting point for our work.
Section 4 presents a generic model of negotiation for
autonomous agents. Section 5 describes the experi-
mental evaluation of the negotiation model. Section 6
compares the negotiation model with other developed
models. Finally, Section 7 concludes and outlines a
number of issues which require further investigation.

2. The design of autonomous negotiating agents

The design of autonomous agents with negotiation
competence has been investigated by AI researchers
from both a theoretical and a practical perspective.

Researchers following the theoretical perspective at-
tempt mainly to develop formal models. Some re-
searchers define the modalities of the mental state of the
agents (e.g., beliefs, desires and intentions), develop a
logical model of individual behavior, and then use the
model as a basis for the development of a formal model
of negotiation or argumentation (e.g. [19]). However,
most researchers are neutral with respect to the modal-
ities of the mental state and just develop formal mod-

els of negotiation. These models are often based on
game-theoretical techniques (e.g. [18,39]).

Generally speaking, most theoretical models are rich
but restrictive. They make a number of assumptions
that severely limit their applicability to solve real prob-
lems. To a large extent, they are not concerned with
computational issues. As a result, they require substan-
tial computational effort.

Researchers following the practical perspective at-
tempt mainly to developcomputationalmodels, i.e.,
models specifying the key data structures of the agents
and the processes operating on these structures. Again,
some researchers start with a particular model of indi-
vidual behavior (e.g., a belief-desire-intention model),
develop a negotiation model or adopt an existing one,
and then integrate both models into a unified model
that accounts for both individual and social behavior
(e.g. [30]). However, most researchers prefer to be
neutral about the model of individual behavior and just
develop models of negotiation (e.g. [7,42]).

Broadly speaking, most computational models are
rich but lack a rigorous theoretical grounding. As a
result, there is no precise understanding of how the
computer systems resulting from these models work in
the way they do.

This work seeks to develop autonomous negotiating
agents for operating in complex application domains
(e.g., a supply chain). As noted, both the theoretical
and the practical perspectives have specific strengths
and weaknesses. However, despite the weaknesses
of the practical perspective, some researchers believe
that it is necessary to develop computational models in
order to implement and successfully use autonomous
agents in real-world applications [38]. Accordingly,
this paper presents a computational model of negoti-
ation. Also, as noted, most researchers following the
practical perspective have paid little attention to the
problem of integrating models of individual behavior
and negotiation models. However, it is one of the
commonest and costliest lessons of computer science
that independently developed components resist sub-
sequent integration in a smoothly functioning whole.
Components need to be designed for integration right
from the start [14]. Accordingly, this paper presents a
model that accounts for a tight integration of the indi-
vidual capability of planning and the social capability
of negotiation.

As a last point, most researchers following the prac-
tical perspective have paid little attention to a number
of issues. We highlight the following ones:
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1. What is a conflict? How do agents acknowledge
the role of conflict as a driving force of negotia-
tion?

2. How to plan and prepare for negotiation? Which
are the activities that agents must attend to before
actually starting to negotiate?

3. What is a negotiation problem? How do agents
represent negotiation problems?

4. How do agents determine the set of negotiation
issues?

5. What are negotiation strategies? How they are
formalized? Are they based on human negotia-
tion procedures?

6. How can agents change the representation of ne-
gotiation problems? How can they dynamically
add and remove negotiation issues?

This paper addresses these issues in a domain-
independent way.

3. Autonomous agents and conflict of interests

The first part of this section presents a generic model
of individual behavior for autonomous agents. This
statement requires some qualification, however. Even a
superficial reading of the literature demonstrates the ex-
istence of a wide range of agents – different researchers
have different ideas about what agents are. Therefore,
the model is not a canonical model of autonomous
agents. Also, the model is not a complete model of
autonomous agents. The aim is to present a computa-
tional model that captures some of the most important
features of a wide range of agents.

The second and last part of this section defines for-
mally the concept of conflict of interests, presents ax-
ioms for conflict detection, and describes a procedure
for conflict validation.

The work described here forms a basis for the de-
velopment of autonomous negotiating agents. It is the
starting point for our work.

3.1. Autonomous agents

Let Ag = {ag1, . . . , agn} be a set of autonomous
agents. A description of the key features of every agent
agi ∈ Ag follows.

Beliefs, Goals and Plan Templates.The agent
agi has a setBi = {bi1, bi2, . . .} of beliefs, a set
Gi = {gi1, gi2, . . .} of goals, and a libraryPLi =
{pti1, pti2, . . .} of plan templates.

Beliefs represent information about the world and
the agent himself. Goals represent world states to be
achieved. Plan templates are simple procedures for
achieving goals. Every plan templatept ij ∈ PLi is a
6-tuple:

ptij = < headerij , typeij, precondsij ,

bodyij , constrsij , effectsij >

The header is a 2-tuple:headerij =< nameij ,
varsij >, wherenameij is the name ofptij andvarsij

is a set of variables (arguments ofptij). In most cases,
the header is simply the description of a goalg ij ∈ Gi

for which ptij is a recipe. Thetypeij is the type of
ptij (composite or primitive).Precondsij is a list of
conditions that must hold beforeptij can be applied.
Thebodyij is either a list of subgoals whose achieve-
ment constitutes the achievement of a goalg ij or a list
of primitive actions (i.e., actions directly executable by
agi) whose performance constitutes the achievement
of gij . Constrsij is a list of constraints (e.g., to im-
pose a temporal order on the members of the body).
Effectsij is a list of statements that hold afterptij has
been successfully executed.

The libraryPLi has composite and primitive plan
templates. Acomposite plan template is a recipe spec-
ifying the decomposition of a goal into a set of sub-
goals. Aprimitive plan template is a recipe specify-
ing a primitive action or a sequence of primitive actions
that can achieve a goal.

Plan Generation.The agentagi is able to generate
complex plans from the simpler plan templates stored
in the library.

A plan pik for achieving a goalgik ∈ Gi is a 3-tuple:

pik =< PTik,�h,�t>

wherePTik ⊆ PLi is a list of instantiated plan tem-
plates (i.e., plan templates where some or all of thear-
gumentshave been instantiated),�h is a binary relation
establishing a hierarchy onPTik (ptik1 �h ptik2, for
ptik1 ∈ PTik andptik2 ∈ PTik, means thatptik2 is
an immediate successor ofptik1, i.e., a successor for
which no intermediate plan templates are permitted),
and�t is another binary relation establishing a tem-
poral order onPTik (ptik1 �t ptik2 means thatptik1

must be applied beforeptik2).
The planpik is represented by a hierarchical and tem-

porally constrained And-tree denoted byPstruct ik.
The nodes of the tree are instantiated plan templates.
Arcs form a hierarchy between pairs of nodes. Also,
arcs represent ordering constraints.
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The generation ofpik is performed through an it-
erative procedure involving four main tasks: (i) plan
retrieval, (ii) plan selection (iii) plan addition, and (iv)
plan interpretation. These tasks are common to a wide
range of hierarchical planning algorithms (see, for ex-
ample [6,8,29]). A description of each task follows.

Plan retrievalconsists of searching the plan library
PLi for any plan template whose header unify with the
description ofgik and retrieving all the plan templates
APik = {ptik1, ptik2, . . . , ptikp−1, ptikp, ptikp+1, . . . ,
ptikz} whose preconditions hold in the current state
(i.e., the preconditions are a logical consequence of the
belief setBi of agi). The plan templates inAPik are
calledapplicableplan templates.

Plan selectionconsists of selecting the preferred plan
templateptikp ∈ APik. The plan templates inAPik

are first evaluated by computing their score and then
the plan template with the highest score is selected (see,
for example [15,30]).

Plan additionconsists of adding the selected plan
templateptikp to pik and recording the remaining
plan templatesRAPik = {ptik1, ptik2, . . . , ptikp−1,
ptikp+1, . . . , ptikz} in pik. The plan templates in
RAPik are called alternative plan templates and have
a key role in the definition of a structure for a negotia-
tion problem (see Subsection 4.1). They are explicitly
recorded inpik and placed alongsideptikp.

Plan interpretationconsists of selecting a compos-
ite plan template frompik, sayptikp, establishing a
temporal order for the elements of thebody ikp =
[gikp+1, gikp+2, . . .] of ptikp, and selecting the first or-
dered elementgikp+1. The temporal order is defined
by the list of constraintsconstrsikp. The elements of
bodyikp are interpreted as subgoals of the goalg ik.

Adopted Plans.At any instant, the agentag i has a
number of plans for execution, either immediately or
in the near future. These plans are the plansadopted
by agi and are stored in theintention structureISi.
Formally,ISi is defined as follows:

ISi = [pi1, pi2, . . . , pik, . . .]

For each planpim ∈ ISi, the header of every plan
templateptimj in pim is referred asintentionintimj .
Intentions are therefore goals not yet achieved and con-
sidered achievable – goals restricted to the existence of
plans for achieving them.

It is worth noting that the term “adopted plan” en-
tails a commitment to act in order to satisfy, or attempt
to satisfy, the intentions that constitute a plan. The
nature of this commitment is quite complex (see, for
example [2,10,33]). However, this commitment means

at least that the plans adopted by an agent should be
reasonably stable, i.e., they should be subject to recon-
sideration only at appropriate (crucial) moments. This
raises the important and hard question of when to re-
consider the adopted plans. To simplify matters in this
respect, we consider that an agent commits to the plans
he adopts and undertakes to change them only when
they conflict with the plans of other agents. In partic-
ular, the agents negotiate mutually acceptable agree-
ments that often lead to plan reconsideration.

Social Description.The agentagi often has infor-
mation about the other agents inAg. This information
can be acquired either through perception or commu-
nication and is stored in thesocial descriptionSDi.
Formally,SDi is defined as follows:

SDi = {SDi(ag1), SDi(ag2), . . . , SDi(agn)}
where each structureSDi(agj) ∈ SDi holds informa-
tion about a particular agentagj ∈ Ag. More specifi-
cally, each structure is a 3-tuple:

SDi(agj) =< Bi(agj), Gi(agj), Ii(agj) >

whereBi(agj), Gi(agj), and Ii(agj) are the sets of
beliefs, goals and intentions thatagi believesagj has,
respectively.

The information inSDi may be both incomplete and
incorrect. Incompleteness means that some informa-
tion is missing (e.g.,agi believes thatagj has formu-
lated a planpjk but has only information about a few
intentions included inpjk). Incorrectness means that
some information is outdated.

3.2. Conflict of interests

Let agi ∈ Ag be an agent with a planpik includ-
ing intentionintikp. Let A = {ag1, . . . , agn}, A =
Ag − {agi}, be a set of agents that interact with
agi. Let ISi be the intention structure ofagi and
SDi = [SDi(ag1), . . . , SDi(agn)] be his social de-
scription.

Let PP = {pi1(ag1), . . . , pin(agn)} be a set of
possible plansof the agents inA, i.e., plans that
agi believes these agents have generated. LetPI =
{inti11(ag1), . . . , intinn(agn)} be a set ofpossible in-
tentionsof the agents inA, i.e., intentions thatag i be-
lieves these agents have formulated as part of plans
{pi1(ag1), . . . , pin(agn)}, respectively.

Let the intentions inPI ∪ {intikp} represent com-
mitments to achieve exclusive world states. In
this situation, the intentions are calledincompatible
and represented byIncomp(intikp, inti11(ag1), . . . ,
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intinn(agn)), emphasizing the fact that they can-
not be executed together. The plans inPP ∪
{pik} are also calledincompatibleand represented by
Incomp(pik, pi1(ag1), . . . , pin(agn)).

Potential Conflict of Interests.A potentialconflict of
interests from the perspective ofagi and with respect
to plan pik (intention intikp) is defined formally as
follows (see, for example [5,9,41]):

PotConfik =

∃intikp ∈ ISi ∧ ∃inti11(ag1) ∈ SDi(ag1)

∧ . . . ∧ intinn(agn) ∈ SDi(agn)∧
Incomp(intikp, inti11(ag1), . . . , intinn(agn))

It is important to note that potential conflict is defined
as being subjective, i.e.,agi only needs to believe the
agents inA intend to achieve specific world states,
and does not need to know the real intentions of these
agents.

Potential Conflict Detection.The agents inAg check
regularly their adopted plans in order to detect any
potential conflict of interests. Conflict detection is done
individually by each agentagi ∈ Ag. To this end,
agi has a library of conflict detection axiomsCL i =
{axi1, axi2, . . .}. Every axiomaxik ∈ CLi has the
following generic form:

intikp&inti11(ag1)& . . .&intinn(agn)&

conds → false

where intikp, inti11(ag1) and intinn(agn) have the
meaning just specified,conds is a list of condi-
tions, false is a 0-ary predicate symbol, & is the
conjunction operator, and→ the implication oper-
ator. The axiomaxik states that the intentions
(intikp, inti11(ag1), . . . , intinn(agn)) represent com-
mitments to achieve exclusive world states and, there-
fore, cannot be satisfied together.

Potential Conflict Validation.Potential Conflict vali-
dation is a process by which the conflicting agents inAg
carry out a conversation towards the goal of confirming
the possible intentions used in conflict detection.

Let agi be an agent that detects a potential conflict
of interestsPotConfik (Conf , for short). There are
many different conversations the agents inAg may
carry out to fulfill the goal of confirming the intentions
in PI. A specific conversation taking place between
agi on one side and every agent inA on the other side
follows (see, for example [30]).

The conversation starts withagi announcing the de-
tection of the potential conflict. This is done by send-

ing an inform message containing the conflict identi-
fier Conf . Every agent inA can either: (i) decide
to discuss the nature of the conflict or (ii) do nothing.
The former decision leads to an acknowledgement of
the inform message sent byagi. The latter decision
results in a timeout and ends the conversation. If all
agents inA acknowledge the inform message, thenag i

requests them to inform whether the information used
in the detection ofConf is true. More specifically,
agi sends to each agentagj ∈ A a request message
to inform about the truthfulness of a possible intention
intijj(agj), 1 � j � n, j 
= i.

Upon receiving the request, the agents inA have the
choice of either: (i) confirming or not the possible in-
tentions, or (ii) doing nothing. In the first case, every
agentagj sends toagi an inform message containing
either intijj(agj) or ¬(intijj(agj)), where¬ is the
negation operator. The confirmation of all the possible
intentions inPI results in the validation of the conflict.
In the second case, if at least one agent decides to do
nothing, the conversation ends. The agentag i receives
all the inform messages and based on their number and
content decides either to validate or not validate the
conflict. The former decision is followed by conflict
declaration. This is done byagi sending a declare mes-
sage containingConf , the intentionintikp, the setA of
agents, and the setPI of (confirmed) intentions. The
latter decision leads toagi sending a declare message
containing¬(Conf). The conversation ends with the
agents inA acknowledging the declare message.

This conversation exhibits two desirable aspects.
First, it is intuitive and to a certain extent corresponds
to the way humans validate information. Second, it
is simple, requiring little communication overhead and
consuming few computational resources. However,
this conversation lacks both symmetric distribution and
generality. In fact,agi plays a central role – he initi-
ates the conversation, communicates with each one of
the other agents, reasons about the feedback received
from these agents, and decides about conflict valida-
tion. Also, the conversation is only appropriate for
agents that are willing to reveal their intentions truth-
fully without compensation, if asked by other agents.

The validation of potential conflicts of interests leads
to true conflicts of interests (hereafter, just referred as
conflicts).

4. The negotiation model

Negotiation is the predominant process for resolving
conflicts. Examination of the literature in the fields
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of social psychology (e.g. [3,34–36]), economy and
game theory (e.g. [22,23,31,37]), and distributed arti-
ficial intelligence (e.g. [7,30,32,39]) motivated the de-
velopment of a generic negotiation model that handles
multi-party, multi-issue, and single or repeated rounds.
The main components of the model are:

1. a prenegotiation model;
2. a bilateral and a multilateral negotiation proto-

cols;
3. an individual model of the negotiation process;
4. a set of negotiation strategies;
5. a set of negotiation tactics.

This section presents a domain-independent and for-
mal description of each component.

4.1. Preparing and planning for negotiation

Successful negotiators agree on one thing: the key
to success in negotiation is preparation and planning.
Persuasive presentation, skillful communication, and a
host of other skills used during negotiation are impor-
tant, but they cannot overcome the disadvantage created
by a poor planning [23].

The prenegotiation model defines the main activities
that each agentagi ∈ Ag must attend to in order to
prepare and plan for negotiation. A formal description
of each activity follows.

Negotiation Problem Definition and Structure Gen-
eration. Conflicts raise negotiation problems. For-
mally, a negotiation problemfrom the perspective of
agi is a 7-tuple:

NPik =< agi, Bi, gik, pik, intikp, A, IA >

whereBi, gik, pik, intikp andA have the meaning just
specified, andIA is a set of intentions of the agents in
A incompatible with intentionintikp.

The problemNPik has astructure NPstructik
consisting of a hierarchical And-Or tree. Formally,
NPstructik is a 4-tuple:

NPstructik =< NPTik,�h,�t,�a>

whereNPTik ⊆ PLi is a list of instantiated plan
templates,�h and �t have the meaning specified
in Subsection 3.1, and�a is a binary relation es-
tablishing alternatives among the plan templates in
NPTik(ptik1 �a ptik2, for ptik1 ∈ NPTik and
ptik2 ∈ NPTik, means thatptik1 andptik2 are alterna-
tive ways for achieving the goal specified by the header
of either plan templates). The nodes of the And-Or

tree are plan templates. The header of the root node
describes anegotiation goal gik.

The structureNPstructik of NPik is generated
from planpik. First, an initial structure is generated
for NPik. This structure is simply a copy ofpik ’s
structure (And tree). Next, the planpik is expanded
through an iterative procedure involving the following
tasks: (i) plan interpretation, (ii) plan retrieval, (iii)
plan selection, and (iv) plan addition. These tasks were
described in Subsection 3.1 and, for this reason, are
only summarized below.

Plan interpretation consists of selecting anal-
ternative plan templateptikc from the structure of
NPik, establishing a temporal order for the el-
ements of thebodyikc = [gikc+1, gikc+2, . . .] of
ptikc, and selecting the first ordered elementgikc+1.
Plan retrieval consists of searching the plan library
PLi and finding all the plan templatesNAPik =
{ptik1, . . . , ptikl−1, ptikl, ptikl+1, . . . , ptikz} whose
name and arguments match the description ofg ikc+1.
Plan selectionconsists of arbitrarily selecting a plan
templateptikl ∈ NAPik. Plan additionconsists of
adding the selected plan templateptikl to the plan
pik and recording the remaining plansRNAP ik =
{ptik1, . . . , ptikl−1, ptikl+1, . . . , ptikz} in pik.

The complete expansion of the planp ik leads to
NPstructik. It is worth pointing out thatNPstructik
defines all the solutions ofNPik currently known by
agi. A solutionis a plan that can achieve the negotiation
goalgik.

Issue Identification and Prioritization. The ne-
gotiation issues ofagi are obtained from the leaves
of NPstructik. Let Lik = [ptika, . . . , ptikz , . . . ,
ptikz+n] be the collection of primitive plan templates
constituting the leaves ofNPstructik. The header
(nameikj andvarsikj ) of every plan templateptikj ∈
Lik is called afact and denoted byfikj . Formally, a
fact fikj is a 3-tuple:

fikj =< isikj , v[isikj ], rikj >

where isikj is a negotiation issue(corresponding to
nameikj), v[isikj ] is a valueof isikj (corresponding
to an argument of the listvarsikj ), andrikj is a list of
arguments (corresponding to the remaining arguments
of varsikj ). Typically,rikj is an empty list.

Let Fik = {fika, . . . , fikz} be the set of facts of
Npstructik (Fik has no duplicate facts). Thene-
gotiating agendaof agi is the set of issuesIik =
{isika, . . . , isikz} associated with the facts inFik (for
clarity, we consider that every fact inFik is associated
with a different issue).
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The issues inIik can be either quantitative or qual-
itative. Quantitative issues are defined over con-
tinuous intervals. The interval of legal values for
each quantitative issueisikq ∈ Iik is represented by
Dikq = [minikq ,maxikq ]. Qualitative issues are de-
fined over finite sets of values. The set of possible val-
ues for each qualitative issueisikx ∈ Iik is represented
byDikx = {qikx1, qikx2, . . .}.

The issues inIik are prioritized and ordered in a
strictly descending order of preference. Theprior-
ity of each issueisikj ∈ Iik is a number that rep-
resents its order of preference. Theweight of is ikj

is a number that represents its relative importance.
The sets of priorities and weights of the issues inIik

are represented byPRik = {prika, . . . , prikz} and
Wik = {wika, . . . , wikz}, respectively. The weights
are normalized.

Limits and Aspirations Formulation.A limit or reser-
vation valueis a bargainer’s ultimate fallback position,
the level of benefit beyond which he is unwilling to
concede. Anaspirationis a level of benefit sought at
any particular time, i.e., a value to the bargainer of the
goal towards which he is striving. Limit tends to re-
main constant over time, whereas aspiration declines
towards limit [34].

The agentagi formulates limits and aspirations for
each issueisikj ∈ Iik at stake in negotiation. Let
T = {t1, t2, . . .} be a linearly ordered set of instants
representing the time. Thelimit for isikj is denoted
by limikj and the initialaspiration by aspt1

ikj , with
limikj , asp

t1
ikj ∈ Dikj .

Negotiation Constraints Definition. Negotiation
constraints bound the possible values for the issues in
Iik. Hard constraintsare linear boundary constraints
that specify threshold values for the issues. They can-
not be relaxed.Soft constraintsare linear boundary
constraints that specify minimum acceptable values for
the issues. They can be relaxed, if necessary. They
also can have different degrees of flexibility.

The agentagi defines constraints for each issueisikj

in Iik. Without loss of generality, consider thatagi

wants to maximizeisikj . The hard constrainthcikj for
isikj has the generic form:

hcikj = (isikj � limikj , f lex = 0)

whereflex = 0 represents null flexibility (inflexibil-
ity). The soft constraintscikj for isikj has the follow-
ing similar form:

scikj = (isikj � aspt1
ikj , f lex = n)

where aspt1
ikj has the meaning just specified and

flex = n, n ∈ N , represents the degree of flexibility
of scikj .

Negotiation Strategy Selection.The agentag i has a
library SLi = {stri1, stri2, . . .} of negotiation strate-
gies and a libraryTLi = {tacti1, tacti2, . . .} of ne-
gotiation tactics.Negotiation strategiesare functions
that define the tactics to be used at the beginning and
during the course of negotiation (see Subsection 4.4).
Negotiation tacticsare functions that define the actions
or moves to be made at each point of the negotiation
process (see Subsection 4.5).

Strategy selection is an important task and must be
carefully planned (see, for example [23,36,37]). The
strategy most suitable for a particular negotiation situa-
tion often depends on the situation itself and cannot be
specified in advance. As a result, strategy selection is a
difficult task. In this paper, we assume thatagi selects
a strategystrik ∈ SLi that he considers appropriate
according to his experience.

4.2. Negotiation protocols

The application of autonomous agents in areas such
as electronic commerce has given increased importance
to bilateral negotiation. Accordingly, this subsection
starts with the description of a bilateral negotiation pro-
tocol. The protocol defines the tasks that two agents,
represented generically byag1 andag2, can perform
during the negotiation process.

This subsection also describes a multilateral negoti-
ation protocol. The protocol defines the set of possible
tasks that each agentagi ∈ Ag can perform at each
point of the negotiation process. A negotiation strategy
specifies a particular task to perform from the set of
possible tasks.

The Bilateral Negotiation Protocol.The process of
negotiation starts with one agent, sayag1, communi-
cating a proposalpropt1

1km to the other agentag2. Next,
ag2 receivespropt1

1km and may decide either: (i) to
acceptpropt1

1km, (ii) to rejectpropt1
1km, (iii) to make a

critique critt22km to propt1
1km, or (iv) to communicate

a counterproposalpropt2
2km. A proposal is a set of

facts. Acritique is a statement about issue priorities.
A counterproposalis a proposal made in response to a
previous proposal (see Subsection 4.3).

The process continues withag1 receiving the re-
sponse ofag2. Next, ag1 checks whether an agree-
ment was reached. If the proposalpropt1

1km was ac-
cepted, the process ends successfully. Otherwise, if
ag2 decided to rejectpropt1

1km or to make a critique
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critt22km, ag1 can act either: (i) by communicating a
new proposalpropt3

1kn, or (ii) by sending an inform
message acknowledging the receipt ofag2’s response.
Otherwise, ifag2 decided to communicate a counter-
proposalpropt2

2km, ag1 has the choice of either: (i)
acceptpropt2

2km, (ii) reject propt2
2km, (iii) make a cri-

tique topropt2
2km, or (iv) communicate a new proposal

propt3
1kn (counterproposal).

The process of negotiation proceeds withag2 receiv-
ing the response ofag1. The tasks just described are
then repeated. The agents continue to negotiate un-
til either: (i) they find an agreement, (ii) they reach a
deadlock, or (iii) at least an agent decides to break off
negotiation.

The Multilateral Negotiation Protocol.This protocol
is similar to the previous protocol. The negotiation
process starts with an agent, sayagi, communicating
a proposalpropt1

ikm to all the agents inA. Each agent
agj ∈ A receivespropt1

ikm and has the choice of either:
(i) acceptpropt1

ikm, (ii) rejectpropt1
ikm without making

a critique, or (iii) rejectpropt1
ikm and making a critique.

The process of negotiation proceeds withag i receiv-
ing the responses of all the agents inA. Next, agi

checks whether an agreement was reached. If the pro-
posalpropt1

ikm was accepted by all the agents inA, the
negotiation process ends successfully. In this case,ag i

informs the agents inA that an agreement was reached.
Otherwise,agi can act either: (i) by communicating
a new proposalpropt3

ikn, or (ii) by acknowledging the
receipt of all the responses.

The process continues with the agents inA receiving
the response ofagi. If agi decides to communicate a
new proposalpropt3

ikn, each agentagj ∈ A may again
decide: (i) to acceptpropt3

ikn, or (ii) to rejectpropt3
ikn

without making a critique, or (iii) to rejectprop t3
ikn and

making a critique. Ifagi decides to acknowledge the
receipt of the responses, the process continues to a new
roundin which another agentagk ∈ Ag communicates
a proposal to all the agents inAg − {agk}. This is
repeated for other agents inAg.

The protocol does not make any assumption about
who makes the first proposal, who is the second agent to
make a proposal, and so on. Again, the agents negotiate
until either: (i) they find an agreement, (ii) they reach a
deadlock, or (iii) at least an agent decides to break off
negotiation.

4.3. The negotiation process(individual perspective)

The individual model of the negotiation process
specifies the tasks that each agent inAg must perform

in order to negotiate in an effective way. These tasks
(or processes) are shown in Fig. 1 for the specific case
of an agentagi ∈ Ag that communicates a negotiation
proposal. LetNPik representagi’s perspective of a
negotiation problem andNPstructik be the structure
of NPik. A formal description of the main processes
follows.

Negotiation Proposal Generation.This process gen-
erates the set of negotiation proposalsNPSik satisfy-
ing the requirements imposed byNPstructik.

The generation ofNPSik is performed through an
iterative procedure involving three main tasks: (i) prob-
lem interpretation, (ii) proposal preparation, and (iii)
proposal addition.

Problem interpretation consists of searching
NPstructik for any solutionsolikm of NPik and se-
lecting the primitive plan templates ofsolikm. More
specifically, the search starts at the root node of
NPstructik, proceeds towards its leaves, and involves
the arbitrary choice of exactly one plan template at each
Or node ofNPstructik. This task is formalized by a
functioninterpret problemwhich takesNPstructik
andNPSik as input and returns the primitive plan tem-
platesPPTikm = {ptika, . . . , ptikp} of solikm.

Proposal preparationconsists of determining a
negotiation proposal propikm = {fika, . . . , fikp},
i.e., a set of facts corresponding to the headers of the
primitive plan templates inPPTikm. This task is for-
malized by a functionprepare proposal which takes
PPTikm as input and returnspropikm.

Proposal additionconsists of adding a negotiation
proposalpropikm to the setNPSik. This task is
formalized by a functionadd proposal which takes
NPSik andpropikm as input and returnsNPSik +
propikm.

It is worth to note that the preparation of a pro-
posalpropikm partitions the setFik of facts into: (i)
subsetpropikm = {fika, . . . , fikp}, corresponding to
the facts of a proposal, and (ii) subsetcompikm =
{fikp+1, . . . , fikz}, called complementof propikm,
and corresponding to the remaining facts ofF ik.

The facts inpropikm are fundamental for achiev-
ing the negotiation goalgik. They are theinflexi-
ble factsof negotiation, for proposalprop ikm. The
negotiation issuesIpropikm = {isika, . . . , isikp} as-
sociated with these facts are calledinflexible issues.
On the other hand, the facts incompikm are not im-
portant for achievinggik. They are theflexible facts
of negotiation, for proposalpropikm. The issues
Icompikm = {isikp+1, . . . , isikz} associated with
these facts are calledflexibleor bargaining issues.
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Fig. 1. The negotiation process (perspective of every agent that communicates a proposal).

Feasible and Acceptable Proposal Preparation.
This process generates the set of feasible proposals
FPSik, FPSik ⊆ NPSik, and the set of acceptable
proposalsAPSik, APSik ⊆ FPSik.

Let propikm = {fika, . . . , fikp} be a negotia-
tion proposal. LetIpropikm = {isika, . . . , isikp}
be the set of issues associated with the facts in
propikm. LetHCpropikm = {hcika, . . . , hcikp} and
SCpropikm = {scika, . . . , scikp} be the sets of hard
and soft constraints for issues inIpropikm, respec-
tively. A negotiation proposalpropikm ∈ NPSik

is feasible if the issues inIpropikm satisfy the set
HCpropikm of hard constraints. A feasible proposal
propikm is acceptableif the issues inIpropikm satisfy
the setSCpropikm of soft constraints.

The preparation of feasible proposals is formal-
ized by a functionprepare feasible proposalswhich
takesNPSik as input and returnsFPSik. Similarly,
the preparation of acceptable proposals is formalized
by a functionprepare acceptable proposals which
takesFPSik as input and returnsAPSik.

Feasible Proposal Evaluation.This process com-
putes a score for each proposal inFPSik and orders the
feasible proposals in a descending order of preference.

Let propikm = {fika, . . . , fikp} be a feasible pro-
posal. LetWpropikm = {wika, . . . , wikp} be the set
of weights of the issues inIpropikm. LetCpropikm =
(v[isika], . . . , v[isikp]) be the values of the issues in
Ipropikm (Cpropikm is called acontract). The score
of propikm is computed using the additive model [37].
For each issueisikj ∈ Ipropikm, a � j � p, let Vikj

be a function that gives the scoreagi assigns to a value
v[isikj ] of isikj (Vikj is called avalue function). The
score for contractCpropikm is given by the following
expression:

V (Cpropikm) =
p∑

j=a

wikjVikj(v[isikj ])

The proposalpropikm is identified with contract
Cpropikm and both have the same score.

This process is formalized by a functionevaluate
feasible proposals. Let Wik = {wika, . . . , wikz}



204 F. Lopes et al. / A negotiation model for autonomous computational agents

andV Fik = {Vika, . . . , Vikz} be the set of weights and
value functions for the issues inIik, respectively. The
functionevaluate feasible proposals takesFPSik,
Wik andV Fik as input, computes a scoreV propikm ∈
R for each feasible proposalpropikm ∈ FPSik, and
returns the ordered setFPSik.

Feasible Proposal Selection.This process selects a
feasible proposal fromFPSik.

The process is formalized by a functionselect
feasible proposal which takes the setFPSik, the
setAPSik, the negotiation strategystrik and the li-
brary of tacticsTLi as input, and returns a proposal
propt

ikj ∈ FPSik, wheret ∈ T denotes a generic in-
stant of the negotiation process. The negotiation strat-
egystrik dictates a specific tactictactik ∈ TLi to use.
The tactictactik specifies a particular proposal.

As stated in the previous subsection, the proposal that
agi submits at the beginning of negotiation is denoted
by propt1

ikm and communicated to all the agents inA.
If propt1

ikm is not accepted by at least one agent inA,
the agentagi may decide either: (i) to communicate a
new proposal, or (ii) to acknowledge the receipt of all
the responses. The new proposal can then be obtained
either: (i) by selecting a new proposalpropt3

ikn from
FPSik, or (ii) by modifyingpropt1

ikm.
The negotiation process continues with the agents

exchanging more proposals. The proposal thatag i

submits at an instanttn of the negotiation process is
denoted byproptn

ikn.
Feasible Proposal Modification.This process com-

putes a new proposalproptn+2
ikn from a rejected proposal

proptn
ikn.

The process is formalized by a functionmodify
rejected proposal which takesproptn

ikn, the negoti-
ation strategystrik and the library of tacticsTLi as
input and returns a new proposalproptn+2

ikn . The strat-
egystrik defines one or two tactics to use. The tactics
modifyproptn

ikn to make it more acceptable. The mod-
ification of proptn

ikn can be done either: (i) by making
a concession, or (ii) without making a concession.

4.4. Negotiation strategies

This subsection describes and formalizes two classes
of strategies, called concession and problem solving
strategies. The strategies are based on human negotia-
tion procedures (see, for example [3,12,23]).

Concession strategiesare functions that define the
opening negotiation and concession tactics. The fol-
lowing three sub-classes of strategies are often used in
real-world negotiations:

1. starting high and conceding slowly– these strate-
gies model an optimistic opening attitude and suc-
cessive small concessions;

2. starting reasonable and conceding moderately–
these strategies model a realistic opening attitude
and successive moderate concessions;

3. starting low and conceding rapidly– these strate-
gies model a pessimistic opening attitude and suc-
cessive large concessions.

The starting high and conceding slowly strate-
gies are formalized by analogous functions. For in-
stance, a strategySHCS1 is formalized by a func-
tion shcs1 strategy which takes the libraryTLi as
input and specifies a tactictactik of a particular class
class tactik:

shcs1 strategy(TLi) = (class tactik, tactik)|
if : state = “ initial” then :

class tactik = “opening negotiation”∧
tactik = “starting optimistic”

else :

class tactik = “const conc factor”∧
tactik = “ tough”

wherestate = “ initial” represents the initial state of
the negotiation process (the beginning of negotiation),
starting optimistic is an opening negotiation tactic
and tough is a constant concession factor tactic (see
Subsection 4.5). The strategies in the other two sub-
classes are formalized by functions essentially identi-
cal to that ofshcs1 strategy. These functions are,
therefore, omitted.

The following six sub-classes of concession strate-
gies are also used in real-world negotiations:

1. starting high and conceding rapidly;
2. starting high and conceding moderately;
3. starting reasonable and conceding rapidly;
4. starting reasonable and conceding slowly;
5. starting low and conceding moderately;
6. starting low and conceding slowly.

These strategies are only used in specific negotiation
situations. They are similar to the previous strategies
and their description and formalization are omitted (see,
however, Subsection 5.2).

Problem solving strategiesare functions that define
the opening negotiation, concession and compensation
tactics. The following two sub-classes of strategies are
extensively used in real-life negotiations:



F. Lopes et al. / A negotiation model for autonomous computational agents 205

1. low priority concession making– these strategies
model a realistic opening attitude, large conces-
sions on issues of low priority and small conces-
sions on other issues;

2. low priority concession making with compensa-
tion – these strategies are similar to the previous
strategies; however, concessions are interleaved
with compensations.

The low priority concession making strategies parti-
tion the setIik of issues into: (i) subsetI+

ik, correspond-
ing to higher priority issues, and (ii) subsetI−

ik, corre-
sponding to the remaining issues. The strategies in this
sub-class are also formalized by analogous functions.
For instance, a strategyLPCM1 is formalized by a
functionlpcm1 strategy which takes the libraryTLi

and the setIik as input, and returns the tacticstactik and
tactik+1 of classesclass tactik and class tactik+1,
respectively:

lpcm1 strategy(TLi, Iik) = (class tactik,

tactik, I
+
ik, class tactik+1, tactik+1, I

−
ik)|

if : state = “ initial” then :

class tactik = “opening negotiation”∧
tactik = “starting realistic”∧

class tactik+1 = “nil” ∧ tactik+1 = “nil”

else : Iik = I+
ik + I−ik∧

class tactik = “const conc factor”∧
∀itikj ∈ I+

ik, tactik = “ tough”∧
class tactik+1 = “const conc factor”∧

∀itikj ∈ I−ik, tactik+1 = “soft”

wherestate = “ initial” , starting optimistic and
tough have the meaning just specified,starting
realistic is an opening negotiation tactic andsoft is a
constant concession factor tactic (see Subsection 4.5).

The formalization of the strategies in the other sub-
class is essentially identical to that ofLPCM1 and is
omitted.

4.5. Negotiation tactics

This section describes and formalizes two classes
of tactics, called opening negotiation and concession
tactics. The tactics are also based on typical human
negotiation procedures (see, for example [3,22,34]).

Opening negotiation tacticsare functions that spec-
ify the proposal to submit at the beginning of negotia-
tion.

LetFPSik = {propik1, propik2, . . . , propikn} and
APSik = {propik1, propik2, . . . , propikh},APSik ⊆
FPSik, be the sets of feasible and acceptable propos-
als of agi, respectively. These sets are ordered in a
descending order of preference. Letprop ikh be the
acceptable proposal with the lowest scoreV propikh.
Let Aspikh be the set of initial aspirations ofagi

for issues associated with the facts inpropikh. Let
Difikh = |V propikh − V Aspikh|, whereV Aspikh is
the score ofAspikh.

Similarly, letNAPSik = {propikh+1, . . . , propikn},
NAPSik = FPSik − APSik. Let propikh+1 be
the proposal ofNAPSik with the highest score
V propikh+1. Let Aspikh+1 be the set of initial as-
pirations ofagi for issues associated with the facts
in propikh+1. Let Difikh+1 = |V propikh+1 −
V Aspikh+1|, where V aspikh+1 is the score of
Aspikh+1.

The following three tactics are used in many negoti-
ation situations (for clarity, we omit the representation
of time):

1. starting optimistic– specifies the proposalpropik1

with the highest score;
2. starting realistic– specifies either: (i) the pro-

posalpropikh, if Difikh � Difikh+1, or (ii) the
proposalpropikh+1, if Difikh > Difikh+1;

3. starting pessimistic– specifies the proposal
propikn with the lowest score.

These tactics are formalized by similar functions.
For instance, the tactic starting optimistic is formalized
by the following function:

starting optimistic(FPSik) = propik1|
∀propikj ∈ FPSik, V propik1 � V propikj

The definition of the functions for the tactics starting
realistic and starting pessimistic is essentially identical
to that ofstarting optimistic and is omitted.

Concession tacticsare functions that compute new
values for each issue at stake in negotiation. They
model the concessions to be made on every issue at
each point of the negotiation process.

Let Iik be the negotiating agenda ofagi. A conces-
sion on an issueisikl ∈ Iik is a change in the value
of isikl that reduces the level of benefit sought. The
factor of concessionFc ∈ [0, 1] is a real number that
defines the magnitude of every concession onis ikl.
We consider the following sub-classes of concession
tactics:
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1. constant concession factor tactics– modelFc as
a constant;

2. total concession dependent tactics– modelFc as
a function of the total concession made onis ikl.

In each sub-class, we consider the following five
tactics:

1. stalemate– models a null concession onisikl;
2. tough– models a small concession onis ikl;
3. moderate– models a moderate concession on

isikl;
4. soft– models a large concession onisikl;
5. compromise– models a complete concession on

isikl;

These tactics are often used by human negotiators.
Let propt1

ikm be the proposal submitted byagi at the
beginning of negotiation. Letv[isikl]t1 be the value of
isikl offered inpropt1

ikm. Let Vikl be a value function
for isikl (this function is either monotonically increas-
ing or monotonically decreasing). LetV ikl(v[isikl]t1)
be the score ofv[isikl]t1.

Similarly, letproptn
ikn be the proposal submitted by

agi at an instanttn of the negotiation process. Let
v[isikl]tn be the value ofisikl offered inproptn

ikn and
Vikl(v[isikl]tn) the score ofv[isikl]tn.

The total concessiontconctn
ikl made byagi on isikl

at tn is defined as follows:

tconctnikl = |v[isikl]t1 − v[isikl]tn|
The constant concession factor tacticsare formal-

ized by a functionconst factor tact which takes a
valuev[isikl]tn of isikl, the limit limikl for isikl and
two constantsw andcte as input, and returns a new
valuev[isikl]tn+2 for isikl:

const factor tact(v[isikl]tn, limikl, w, cte)

= v[isikl]tn+2|
v[isikl]tn+2 = v[isikl]tn+

(−1)wFc|limikl − v[isikl]tn| ∧ Fc = “cte”

wherew = 0 if Vikj is monotonically decreasing or
w = 1 if Vikj is monotonically increasing. The five
tactics are formalized by considering different values
for Fc in the range[0, 1].

The total concession dependent tacticsare formal-
ized by a functiontotal conc depd tact which takes a
valuev[isikl]tn of isikl, the limit limikl for isikl, the
total concessiontconctn

ikl, the initial valuev[isikl]t1 of
isikl, and two constantsw andcte as input, and returns
a new valuev[isikl]tn+2 for isikl:

total conc depd tact(v[isikl]tn, limikl, tconc
tn
ikl,

v[isikl]t1, w, cte) = v[isikl]tn+2|
v[isikl]tn+2 = v[isikl]tn+

(−1)wFc|limikl − v[isikl]tn|∧

Fc = 1 − λ

∣∣∣∣
tconctnikl

limikl − v[isikl]t1

∣∣∣∣∧

λ = “cte”

wherew = 0 if Vikj is monotonically decreasing or
w = 1 if Vikj is monotonically increasing, andλ ∈
R+. The five tactics in this sub-class are formalized by
considering different values forλ.

5. Experimental evaluation of the negotiation
model

Experimentation mandates simplification [13]. Ac-
cordingly, the negotiation model is evaluated by per-
forming a number of inter-related experiments. Each
experiment empirically evaluates representative com-
ponents of the model and lays the foundation for sub-
sequent experimental work.

This section presents a detailed description of an
experiment aiming at:

1. assessing the feasibility of building autonomous
negotiating agents equipped with a simplified ver-
sion of the negotiation model;

2. investigating the integration of planning and ne-
gotiation;

3. investigating the behavior of concession strate-
gies and their associated opening negotiation and
concession tactics; empirically evaluating these
strategies and tactics by confirming a number of
well-documented conclusions about human ne-
gotiation.

5.1. Empirical research on human negotiation

Much of the research on human negotiation concerns
the effect of demand level and concession rate on the
outcome of negotiation. A negotiator’s demand level
is the level of benefit to the self associated with the
current offer. Concession rate is the speed at which
demand level declines over time [34]. Most studies
consist of laboratory experiments on two-party, single-
issue negotiation. These studies support the following
two conclusions [3,12,34]:
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1. higher initial demands and slower concessions
make agreement less likely and less rapidly
reached;

2. lower initial demands and faster concessions pro-
duce smaller outcomes for the party employing
them and larger outcomes for the other party, if
agreement is reached.

These two conclusions imply a third, that there is
an inverted U-shaped relationship between level of de-
mand and the negotiation outcome:

1. negotiators who start with high demands and con-
cede slowly often fail to reach agreement, which
usually leads to inferior outcomes; those who start
with low demands and concede rapidly usually
reach agreement on the other party’s terms, also
yielding inferior outcomes; those between these
extremes ordinarily achieve better outcomes.

The present study seeks to replicate these conclu-
sions.

5.2. The experimental system

The experimental system consists of two au-
tonomous agents and a simulated environment. Let
Ag = {ags, agb} be the set of agents. The agentags

plays the role of a seller (or a producer) and the agent
agb the role of a buyer (or a customer). The agents
negotiate the price of a generic commodity denoted by
prodX . A description of the agents and the environ-
ment follows.

Autonomous Negotiating Agents.Every agentag i ∈
Ag is equipped with the model of individual behavior
described in Subsection 3.1 and has a libraryCL i of
conflict detection axioms. We consider the following
(for simplicity and clarity, we drop the subscriptsk and
j):

– the setGi contains one goal – the agentags has
the goalgs of sellingprodX and the agentagb has
the goalgb of buyingprodX ;

– the libraryPLi contains five plan templates:

(i) a plan templatepti1 representing a procedure
for determining a price forprodX ;

(ii) a plan templatepti2 for computing a per-
ceived market valuepmvi for prodX ;

(iii) three alternative plan templatespti3, pti4, and
pti5 for calculating a pricepri for prodX ;
each alternative plan template calculatespri

from pmvi, more specifically, by adding or
subtracting a specific percentage ofpmvi to
pmvi;

– the intention structureISi contains one plan –
the agentags generates and adopts a planps

for achievinggs and the agentagb generates and
adopts a planpb for achievinggb;

– the libraryCLi contains the following axiom:

price(prodX , prs)&price(prodX , prb)&

¬(prs = prb) → false

whereprice(prodX , prs) andprice(prodX , prb)
represent the intentions ofags andagb to propose
the pricesprs andprb for prodX , respectively.

Every agentagi is equipped with a simplified ver-
sion of the negotiation model. The process of preparing
and planning for negotiation involves the tasks speci-
fied in Subsection 4.1, except “negotiation strategy se-
lection”. This task is performed directly by the exper-
imenter. The negotiation process ofag i involves the
five tasks specified in Subsection 4.3. We consider the
following:

– the negotiating agendaIi contains one issueisi,
namely the price ofprodX ; the price ranges from
mini = 0 to maxi = 1000 currency units; the
possible values of price are public information;

– the limit limi and the initial aspirationaspt1
i for isi

are computed frompmvi; the price specified in the
proposal to submit at the beginning of negotiation
is also computed frompmvi;

– the agents are allowed to propose only strictly
monotonically – the buyer’s offers increase mono-
tonically and the seller’s offers decrease monoton-
ically;

– the acceptability of a proposal is determined by
a negotiation threshold– agi accepts a proposal
proptn+1

j when the difference between the price

specified inproptn+1
j and the price specified in

the proposalproptn+2
i that agj is ready to send

is lower than or equal to the negotiation threshold
of agi; the negotiation threshold of each agent is
private information;

– the agents are allowed to exchange only a maxi-
mum number of proposals, denoted bymaxprop –
failure to reach agreement aftermaxprop propos-
als results in a deadlock; the parametermaxprop

is public information.

The concession strategies and the associated opening
negotiation and concession tactics of each agentag i are
shown in Tables 1 and 2. In particular, Table 1 presents
the six strategies used by both the seller and the buyer
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Table 1
Negotiation strategies and tactics (for seller and buyer)

Agent Strategy family Strategy key Opening negotiation Concession tactic family Concession tactic
tactic

Seller and Buyer Starting high and SHCS1 Starting optimistic Constant Concession Factor Tough
conceding slowly SHCS2 Starting optimistic Total Concession Dependent Tough

Starting reasonable and SRCM1 Starting realistic Constant Concession Factor Moderate
conceding moderately SRCM2 Starting realistic Total Concession Dependent Moderate

Starting low and SLCR1 Starting pessimistic Constant Concession Factor Soft
conceding rapidly SLCR2 Starting pessimistic Total Concession Dependent Soft

Table 2
Negotiation strategies and tactics (only for buyer)

Agent Strategy family Strategy key Opening negotiation tactic Concession tactic family Concession tactic

Buyer Starting high and SHCR1 Starting optimistic Constant Concession Factor Soft
conceding rapidly SHCR2 Starting optimistic Total Concession Dependent Soft

Starting high and SHCM1 Starting optimistic Constant Concession Factor Moderate
conceding moderately SHCM2 Starting optimistic Total Concession Dependent Moderate

Starting reasonable and SRCR1 Starting realistic Constant Concession Factor Soft
conceding rapidly SRCR2 Starting realistic Total Concession Dependent Soft

Starting reasonable and SRCS1 Starting realistic Constant Concession Factor Tough
conceding slowly SRCS2 Starting realistic Total Concession Dependent Tough

Starting low and SLCM1 Starting pessimistic Constant Concession Factor Moderate
conceding moderately SLCM2 Starting pessimistic Total Concession Dependent Moderate

Starting low and SLCS1 Starting pessimistic Constant Concession Factor Tough
conceding slowly SLCS2 Starting pessimistic Total Concession Dependent Tough

and Table 2 shows the twelve strategies used only by
the buyer.

The constant concession factor tactics are applicable
after the submission of the first proposal. However, the
total concession dependent tactics are only applicable
after the submission of the second proposal. Therefore,
we consider the following:

– the agents compute the price to offer in the second
proposal using a constant concession factor tactic.
The price to offer in the third and subsequent pro-
posals is computed accordingly to a negotiation
strategy, i.e., using either a constant concession
factor tactic or a total dependent concession tactic.

The Environment.The environment contains infor-
mation about prior negotiations and market character-
istics. This information is grouped into a single pa-
rameter calledbase fair market valueand denoted by
bfmvX . We consider the following: (i) the value of
bfmvX is public information, and (ii)bfmvX does not
change throughout negotiation.

System Operation.The system operates in a simple
and intuitive way. First,ags generates the planps for
achieving the goalgs of sellingprodX . The planps has
a hierarchical structure that is embedded in the library
PLs. The perceived market valuepmvs is computed

by randomly choosing a value within a specified per-
centage of the basebfmvX . The priceprs is set to
pmvs plus a percentage ofpmvs.

Next,ags writes the priceprs of prodX to a public
file. This procedure simulates the real-world procedure
of advertising in appropriate places the desire to sell a
product by a specific price.

Following this,agb generates a planpb for achieving
the goalgb of buying prodX . The planpb is similar
to plan ps. Next, agb reads the priceprs from the
public file. This procedure simulates the real-world
procedure of acquiring relevant information about a
desired product. The agentagb then detects a conflict
of interestsConf . The conflict arises becauseagb

intends to buyprodX byprb, ags intends to sellprodX

by prs, andprb 
= prs. Next,agb informsags about
the existence of the conflict. This is done by writing the
conflict identifierConf to the public file. Next,ags is
made aware of the conflict by readingConf from the
public file.

The conflict is the driving force of negotiation.
Therefore, the agentsags andagb start to negotiate a
mutually acceptable agreement.
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5.3. Experimental hypotheses

The experimental hypotheses postulate the replica-
tion of the conclusions presented in Subsection 5.1 and
are stated as follows:

Hypothesis 1:The strategies SRCM1 and SRCM2
lead, on average, to higher payoffs than the strate-
gies SHCS1 or SHCS2 and the strategies SLCR1
or SLCR2;

Hypothesis 2:The strategies SHCS1 and SHCS2
lead, on average, to slower agreements than the
strategies SRCM1 or SRCM2 and the strategies
SLCR1 or SLCR2;

Hypothesis 3:The strategies SHCS1 and SHCS2
lead, on average, to fewer agreements than the
strategies SRCM1 or SRCM2 and the strategies
SLCR1 or SLCR2.

5.4. The experimental method

The experimental method is controlled experimen-
tation (see, for example [1,4]). A description of the
experimental parameters, the independent variable, the
dependent variables, and the experimental procedure
follows.

Experimental Parameters.The agents and the envi-
ronment have a built-in set of parameters that govern
their behavior and facilitate experimentation. The rel-
evant parameters for the experiment and their values
are shown in Table 3. Most values are based on data
and results of case studies published in the negotiation
literature (e.g. [12,23,37]).

The base fair market value is set to 500 currency
units. The perceived market value is generated byran-
domlychoosing a value within a specified percentage
of the base. This percentage is set to 10%. This mod-
els a system in which the market value is determined
subjectively.

The limit and the initial level of aspiration are then
computed from the perceived market value. The prices
specified in a high, a moderate and a low initial offer
are also computed from the perceived market value.

The Independent Variable.The independent vari-
able is the preprogrammed strategy of the seller. This
variable has six levels, namely the six strategies pre-
sented in Table 1. The value of this variable is under
the control of the experimenter.

Dependent Variables.The dependent variables are
the payoff that accrues to the seller, the time spend
in negotiation and the outcome of negotiation. The

values of these variables are not under the control of the
experimenter. They are observed by the experimenter
as measurements.

The first dependent variable is the payoff that accrues
to the seller. The seller’s payoff is a dependent variable
because a major purpose of the research consists of
examining the effect of concession strategies on the
bargainer who uses these strategies (the seller in this
study), and not on his opponent. Consider thatag s and
agb agree on a pricepr. The payoffV prs of ags for pr
is given by the following linear function:

V prs = pr − lims

where lims is the limit of ags for the price. If no
agreement is reached in a particular negotiation, then
the value ofV prs is set to zero.

The second dependent variable is the time spent in
negotiation. This variable is measured in terms of the
total number of offers exchanged by the agents until
either they found an agreement or reach a deadlock. If
no deal is made in a particular negotiation, then this
variable is set tomaxprop.

The last dependent variable is the outcome of nego-
tiation (agreement or deadlock). This variable is used
to compute the percentage of deals made in a number
of negotiations.

The Experimental Procedure.The experiment in-
volves six groups of trials. Eachgroupcorresponds to
a level of the independent variable. Atrial is a single
run of the experimental system and involves a bargain-
ing session. Trials of the same group will, in general,
differ from one another, because the results of the sys-
tem depend stochastically on the parameter settings, as
stated above. The detailed experimental procedure is
as follows:

1. for each group of trials:

1.1 manipulate the independent variable (assign
a strategy to the seller agent);

2. for each trial in each group:

2.1 randomly determine the agent that starts the
bidding process;

2.2 randomly determine a strategy for the buyer
agent;

2.3 run the experimental system (allow the
agents to negotiate using the specified strate-
gies);

2.4 measure the dependent variables;

3. for all trials of each group:

3.1 compute averages on the measures taken in
2.4.
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Table 3
Experimental parameter values

Experimental parameter Value

Base fair market value 500 (currency unit)
Percentage for computing a perceived market value 10%
Percentage for computing the limit 50%
Percentage for computing the initial level of aspiration 35%
Percentage for computing a high initial offer (optimistic opening attitude) 55%
Percentage for computing a moderate initial offer (realistic opening attitude) 35%
Percentage for computing a low initial offer (pessimistic opening attitude) 15%
Maximum number of proposals 10
Negotiation threshold 5 (currency unit)

5.5. Experimental results

The experiment was conducted on a personal com-
puter using Visual C++. For each of the 6 groups, we
conducted 31 trials. A pretest was performed to estab-
lish how many trials were needed to obtain significant
averages on the measures taken (using both the anal-
ysis of variance and the Scheffé’s method [4]). The
experimental results are shown in Table 4.

The main response measure was the payoff that ac-
crued to the seller. It was predicted that the strategies
SRCM1 and SRCM2 yielded superior outcomes. Ta-
ble 4 reports all the payments received by the seller (in-
cluding those corresponding to a zero payoff). These
results indicate that the strategy SRCM1 resulted in sig-
nificantly higher payoffs when compared to the payoffs
resulting from the strategies SHCS1 and SLCR1 (F =
8.984, p < 0.05). The same is true for the strategies
SRCM2, SHCS2 and SLCR2 (F = 14.282, p < 0.05).
Hypothesis 1 is supported.

The number of proposals exchanged by the agents
was also recorded. The prediction was that the tougher
the seller, the higher would be the number of propos-
als the agents would exchange for an agreement to
be reached. The results indicate that this prediction
was confirmed. The strategy SHCS1 resulted in sig-
nificantly more proposals than the strategies SRCM1
and SLCR1 (F = 151.986, p < 0.005). The same
is true for the strategies SHCS2, SRCM2 and SLCR2
(F = 134.178, p < 0.005). Hypothesis 2 is also
supported.

The last measure taken was the number of cases
when agreement was reached. The prediction was that
the tougher the seller, the higher would be the number
of cases when no agreement was reached. The results
show that this prediction was also confirmed. The
strategies SHCS1 and SHCS2 led to fewer agreements.
Hypothesis 3 is, therefore, supported.

6. A survey of existing negotiation models

Negotiation is a rich, multidisciplinary research area.
Hence, our purpose in this section is not to provide
a comprehensive overview, but rather to compare our
model with other developed models.

Laasri et al. [21] present a generic model of ne-
gotiation. The model assumes that the agents pursue
common goals and are cooperative.

Rosenschein and Zlotkin [39] use game theory to in-
vestigate the properties of negotiation protocols. Their
work does not make the cooperating agent assumption.
However, it embodies a number of limiting assump-
tions. In particular, it assumes that the agents have
complete knowledge of the other agents’ preferences.

Sycara [40] presents a negotiation model that can
be employed by non-cooperative agents and supports
problem restructuring. However, the model assumes
the existence of a centralized mediator. Kraus et al. [19]
extend the work of Sycara and present a logical model
of the process of argumentation. Their work concen-
trates on developing a new logic, defining a number
of arguments and implementing an automated negoti-
ation agent. Therefore, no consideration was given to
dynamically change negotiation proposals and to intro-
duce new issues.

Faratin et al. [7] present a multi-party, multi-issue
model of negotiation. The model is based on compu-
tationally tractable assumptions and empirically evalu-
ated. However, no consideration was given to integrate
the model with existing models of individual behavior.

We are interested in negotiation among both self-
motivated and cooperative agents. Our negotiation
model is generic and supports both dynamic constraint
relaxation and problem restructuring. Our represen-
tation for negotiation problems is similar to decision
trees and goal representation trees [11,16]. There are,
however, important differences. Our approach does not
require the quantitative measures typical of decision
analysis. Also, our approach is based on plan templates
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Table 4
Experimental results

Seller’s strategy Seller’s payoff (mean) Number of proposals (mean) Percentage of agreements

SHCS1 121.806 9.483 32.258
SHCS2 122.935 9.516 32.258
SRCM1 243.258 6.709 93.548
SRCM2 259.225 6.419 100.000
SLCR1 157.193 4.193 100.000
SLCR2 141.193 4.645 100.000

and plan expansion, and not on production rules and
forward or backward chaining.

Our negotiationmodel defines and formalizes a num-
ber of negotiation strategies and tactics. Our formulae
for modeling concession tactics are similar to the for-
mulae used by other researchers [7,17]. Again, there
are important differences. Our formulae assure that
the new value of an issue always ranges between the
limit and the previous value of the issue. Also, our
formulae are based on the total concession made by
an agent on an issue, a criterion not used by other re-
searchers. Finally, our formulae model a number of
well-documented conclusions about the effect of de-
mand level and concession rate on the outcome of ne-
gotiation.

7. Conclusion

This paper presented a computational negotiation
model for autonomous agents. There are several fea-
tures of the model that should be highlighted. First,
the model is generic and can be used in a wide range
of domains. Second, the model acknowledges the role
of conflict as a driving force of negotiation. Third, the
model accounts for a tight integration of the individual
and social behavior of agents. In particular, the struc-
ture of a problem allows the direct integration of plan-
ning and negotiation. This structure also defines the set
of negotiation issues. Fourth, the model supports prob-
lem restructuring. This feature assures a high degree
of flexibility. More specifically, problem restructuring
facilitates the removal of deadlocks and increases the
parties’ willingness to a compromise. Problem restruc-
turing also allows the dynamic addition of negotiation
issues. Finally, the negotiation strategies and tactics
are motivated by human negotiation procedures.

This paper also described an experiment performed
to evaluate empirically a number of representativecom-
ponents of the model. The experimental results showed
that: (i) the strategies of the class starting reasonable
and conceding moderately lead, on average, to superior

outcomes, and (ii) the strategies of the class starting
high and conceding slowly lead, on average, to fewer
and slower agreements. The results confirmed a num-
ber of basic conclusions about human negotiation.

Our aim for the future is to continue the development
of the negotiation model and to extend the experimen-
tal evaluation of the model. In particular, we intend to
add a number of negotiation strategies and tactics and
to consider problem restructuring. We also intend to
perform an experiment to investigate the behavior of
problem solving strategies and to evaluate the effec-
tiveness of these strategies. In addition, we intend to
perform a number of experiments to observe the dif-
ferences between agents that dynamically change the
representation of negotiation problems and agents that
use fixed representations.
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